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Abstract
Individuals who are embedded in a social network decide non-cooperatively how 
much effort to exert in supporting victims of misbehavior. Each individual’s optimal 
effort depends on the contextual effect, the social multiplier effect and the social 
conformity effect. We characterize the Nash equilibrium, and we derive an inter-
centrality measure for finding the key player who once isolated increases the most 
the aggregate effort. An individual is more likely to be the key player if she is influ-
encing many other individuals, she is exerting a low effort because of her charac-
teristics, and her neighbors are strongly influenced by her. The key player policy 
increases substantially the aggregate effort, and the targeted player should never be 
selected randomly. The key player is likely to remain the key player in presence of 
social workers except if she is becoming much less influential due to her closeness 
to social workers. Finally, we consider alternative policies (e.g., training bystanders 
for supporting victims) and compare them to the policy of isolating the key player.
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1  Introduction

Social support and the positive influence of social network members are critical for 
victims of sexual and gender-based violence (SGBV).1 SGBV in close relationships 
is a widespread phenomenon found in societies all over the world. Almost one out of 
three women who have been in a relationship is estimated to have been abused by a 
partner during her lifetime (WHO).2 Victims often do not report the violence or har-
assment they suffer. Shame, a desire to protect the perpetrator, stigma, guilt and fear 
are the main reasons that women subjected to SGBV give when explaining why they 
barely report SGBV. The abuse often concerns various aspects of women’s every-
day lives, affecting their social and economic situations, but also their physical and 
mental health (Boethius and Åkerström 2020). Hence, it is important to implement 
successful network-oriented interventions to mitigate the effects of SGBV.

Another form of misbehavior is bullying at school.3 Bullying has a negative 
effect on the physical and mental health of bullied students, on their school work, on 
their relationships with friends and family, and on how they feel about themselves. 
Hawkins et al. (2001) find that more than half of bullying situations stop when peers 
or friends intervene on behalf of the student being bullied. In addition, the deci-
sion of one bystander to exert more effort in reporting and helping bullied students 
positively influence the behavior of her peers. This is the so-called social multiplier 
effect.4 One type of interventions implemented to reduce the negative effects of 
bullying is peer norms interventions that make clear to young people that most of 
their peers oppose mistreatment.5 Once bystanders are influenced by peer norms, it 
becomes even more costly for them to exert less effort than their peers in reporting 
and helping bullied students. This is the so-called social conformity effect.

1  SGBV is defined as any act that is perpetrated against a person’s will and is based on gender norms and 
unequal power relationships. See UNHCR S. Gender-Based Violence prevention and response. Avail-
able in https://​emerg​ency.​unhcr.​org/​entry/​60283/​sexual-​and-​gender-​based-​viole​nce-​sgbv-​preve​ntion-​and-​
respo​nse, vol. 26; 2017.
2  WHO report ‘Global and regional estimates of violence against women: prevalence and health effects 
of intimate partner violence and non-partner sexual violence.’ Department of Reproductive Health and 
Research (https://​www.​who.​int/​publi​catio​ns/i/​item/​97892​41564​625).
3  More than one out of every five students report being bullied in the USA (National Center for Educa-
tional Statistics 2016). Rates of bullying for 12–18-year-old students are around 35% for traditional bul-
lying involvement and 15% for cyberbullying involvement (see Modecki et al. 2014). Of these students 
who report being bullied at school, 33% indicate that they are bullied at least once or twice a month 
during the school year. A slightly higher portion of female than of male students report being bullied 
at school. But, a higher percentage of male than of female students report being physically bullied. The 
reasons for being bullied reported most often by students are related to students’ characteristics like race/
ethnicity, gender, disability, religion, sexual orientation.
4  Thornberg et al. (2012) find that beliefs of bystanders in their social self-efficacy are positively associ-
ated with defending and negatively associated with passive behavior from other bystanders.
5  See Davis and Nixon (2013). Other interventions often implemented are building staff-students con-
nections, disciplinary responses to negative peer behaviors, encouraging bystanders to confront and dis-
courage the unkind behavior, and social skills training.

https://emergency.unhcr.org/entry/60283/sexual-and-gender-based-violence-sgbv-prevention-and-response
https://emergency.unhcr.org/entry/60283/sexual-and-gender-based-violence-sgbv-prevention-and-response
https://www.who.int/publications/i/item/9789241564625
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In this paper, we propose the key player strategy as network-oriented interven-
tion for mitigating the effects of any form of misbehavior or mistreatment such as 
SGBV or bullying.6 The key player strategy aims at finding and isolating optimally a 
negatively influencing individual in order to increase the social support to victims of 
misbehavior as well as effective prevention and intervention efforts by peers within 
the social network.7

We adopt an approach similar to Ballester et al. (2006) and Ballester and Zenou 
(2014) for identifying key players. We develop a network game8 where individu-
als are connected through a network and they decide non-cooperatively how much 
effort to exert in supporting victims of misbehavior. The individual effort to sup-
port victims of misbehavior may be affected by (i) her individual characteristics and 
the characteristics of her neighbors (i.e., the contextual effect), (ii) the effort levels 
of her neighbors (i.e., the social multiplier or network spillovers effect), and (iii) 
the norms of conduct set by neighbors9 (i.e., the social conformity effect), and (iv) 
unobservable correlated effects. Beside peer-led interventions, we allow for profes-
sionally led interventions by service providers, like social workers. Social workers 
are assumed to exert more effort than what they would optimally do if they were 
standard individuals.

We derive the unique Nash equilibrium of the network game. The equilibrium 
effort of each individual is proportional to her Katz-Bonacich weighted centrality. 
We look for the key player. The key player is defined as the individual who once iso-
lated generates the greatest augmentation in the total effort for supporting victims of 
misbehavior. To do so, we propose a new measure of contextual inter-centrality that 
determines the key player to be isolated. This measure captures three effects: (i) the 
change in effort due to the change in the context when some individual is isolated, 
(ii) the change in effort due to the network structure change after the isolation, and 
(iii) the effort exerted by the individual who is isolated.10

We illustrate the policy of finding and isolating the key player by means of a 
specific network structure that is rich enough to disentangle the effects of network 

6  Network-oriented interventions are widely used in public health (e.g., smoking cessation, cancer 
screening, diet management, HIV prevention). See Shelton et al. (2019). Hogan et al. (2002) provide evi-
dence for the overall usefulness of social support interventions for improving long-term health outcomes. 
With respect to women in violent relationships, Goodman and Smyth (2011) argue for a shift in domestic 
violence services toward a more network-oriented approach, one that favors partnerships between profes-
sionals and victims’ social support networks.
7  Mouttapa et al. (2004) found the friendship network and the pattern of friendships among individuals 
within a group are important aspects of adolescent school bullying.
8  Jackson and Zenou (2015) provide a comprehensive introduction to network games.
9  That is, individuals are penalized if they deviate from the effort level of their neighbors in the social 
network. See, e.g., Patacchini and Zenou (2012), Boucher (2016), Landini et  al. (2016), Boguslaw 
(2017), Lee et al. (2021) about peer effects and conformism in social networks.
10  Only the first two effects are present in the contextual inter-centrality measure of Ballester and Zenou 
(2014) where the key player is removed rather than being isolated and the planner’s objective is to reduce 
the total effort level. In our context, the objective of the planner is to increase the total effort in support-
ing victims of misbehavior and an isolated individual may still exert some positive effort depending on 
her own characteristics. Hence, the effort of the isolated individual matters for determining who is the 
key player.
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spillovers, social conformity and players’ characteristics on the resulting equilibrium 
outcomes and the key player strategy. We find that the key player is not necessarily 
the individual who is the most central within the network nor the individual who is 
doing less effort than all other individuals. The most central individual with a nega-
tive attribute (i.e., someone who is reluctant to support victims, like a perpetrator) 
is not necessarily the key player to be isolated. In fact, an individual is more likely 
to become the key player if (i) she is influencing many other individuals (i.e., she 
has many neighbors), (ii) she is exerting a low effort because of her characteristics, 
and (iii) her neighbors are strongly influenced by her (i.e., her neighbors have few 
links). Implementing the key player strategy always increases the total effort exerted 
by all individuals except when individuals are homogeneous or their characteristics 
are correlated with their centrality. Comparing the total effort obtained by isolating 
the key player to the total effort that would be exerted if the target was selected ran-
domly, we observe that the key player policy increases substantially the total effort. 
Hence, the planner should never target randomly the individual to be isolated, except 
if it is too costly to get the information about the network structure.

Indeed, it is assumed that the planner has perfect knowledge about the network 
structure as well as the characteristics of all individuals. Acquiring such knowledge 
might be costly, and this is why we compare the policy of isolating the key player 
with either doing nothing or isolating randomly some individual. We advocate to 
implement the policy of isolating the key player only if it substantially increases the 
aggregate effort compared to doing nothing and isolating randomly some individual. 
Thus, given some imperfect knowledge of the network structure, the planner should 
first estimate whether the benefits of isolating the key player versus selecting some 
player randomly overcome the costs for obtaining more precise information about 
the network structure.

In the presence of social workers, an individual is more likely to become the key 
player if she is influencing negatively many other players and she is not too influ-
enced by social workers. Hence, an individual who was the key player without social 
workers is likely to remain the key player except if she is becoming less central and 
less influential due to her closeness to social workers.

We also consider alternative policies, and we compare them to the policy of iso-
lating the key player. A first alternative policy consists of finding the key player who 
once turned into a social worker generates the highest possible increase in aggre-
gate effort level. To do so, we obtain the benevolent change inter-centrality measure. 
A second alternative policy consists of finding the key player who once trained for 
supporting victims of misbehavior generates the highest possible increase in aggre-
gate effort level. Training some targeted individual modifies her characteristics so 
that she is now eager to exert more effort in supporting victims. The planner has 
always incentives to implement both policies instead of doing nothing. However, 
both policies perform only slightly better than selecting randomly some individual. 
Thus, if the data collection about the network relationships and the characteristics 
of the individuals is too costly, the planner might prefer to target randomly some 
individual who could be either turned into a social worker or trained for supporting 
victims instead of implementing the policy of isolating the key player.
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One of the first application of the key player strategy was developed for delin-
quent networks. Ballester et  al. (2010) propose a delinquent network game where 
players decide about how much effort to exert in criminal activities. They derive 
both the key player (i.e., optimal single player removal for reducing criminal activi-
ties) and the key group (i.e., optimal group removal). Zenou (2016) gives an over-
view of the recent literature on key players in social and economic networks. There 
is an empirical literature that support key player policies. Using data from adoles-
cents in the USA, Lee et al. (2021) show that contextual effects matter since the key 
player in crime may be different when one uses either Ballester et al. (2006) inter-
centrality measure or Ballester and Zenou (2014) contextual inter-centrality meas-
ure. Moreover, compared to a policy that removes the most active delinquent from 
the network, they show that the key player strategy leads to a much higher delin-
quency reduction. Similarly, using a data set of co-offenders in Sweden, Lindquist 
and Zenou (2019) find that the key player strategy outperforms alternative policies 
like targeting the most active delinquent or targeting the most central delinquents in 
the criminal network.

Compared to other applications of the key player strategy, the present paper has 
the following innovations: (i) the key player is the individual who, once isolated 
from the rest of individuals, increases the most the aggregate effort exerted in the 
whole population, (ii) the key player is isolated rather than being removed from the 
network, (iii) individuals can be victims, bystanders, perpetrators or social work-
ers, and (iv) alternative key player strategies such as turning individuals into social 
workers or training individuals for helping victims are considered.

Based on our model, Ogbe et  al. (2021) analyze the potential impact of alter-
native network-oriented interventions for survivors of SGBV among asylum seek-
ers in Belgium. They observe the importance and role of peer support as well as 
the importance of understanding the nature of the social network of asylum seekers 
before implementing a peer support or peer-led intervention.11 Our objective is not 
to determine who are perpetrators, victims or bystanders nor to determine why indi-
viduals become perpetrators, victims or bystanders. We simply focus on the social 
support and the influence of peers for mitigating the effects of misbehavior such as 
SGBV or bullying. Social network ties may try to stop the abuse, may help the vic-
tim by offering means of escape, or they may help report the violence. A network-
oriented intervention, like the key player strategy, does not aim at eradicating any 
form of misbehavior but rather aims at relieving or helping victims.

The paper is organized as follows. In Sect. 2 we present the network game and we 
determine the Nash equilibrium effort levels of this game. In Sect. 3 we derive the 
contextual inter-centrality measure for finding the key player to be isolated and we 
study the relative performance of this key player policy. In Sect. 4 we consider alter-
native key player policies where the key player is either turned into a social worker 
or trained for helping victims. Finally, we draw conclusions.

11  In Belgium, Ogbe et al. (2021) find that network-oriented interventions involving asylum seekers and 
members of their network have the potential for improving physical and mental health outcomes of asy-
lum seekers who are SGBV survivors.
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2 � Network‑oriented interventions

2.1 � The network game

Let N = {1,… , n} be the finite set of individuals, S be the finite set of benevolent 
players (or social workers), and N+ = N ∪ S denote the set of all players with #N = n 
and #S = s . Players are arranged in a network g where a link between player i and 
player j is denoted by gij = 1 . If i and j are not linked, then gij = 0 . By convention, 
gii = 0 . Let Ni = {j ∈ N+ ∣ gij = 1} be the set of neighbors of player i in g. We keep 
track of social connections in network through the row-normalized adjacency matrix 
G∗ =

(
g∗
ij

)
 . It is a directed and weighted network with g∗

ij
= gij∕

∑n+s

j=1
gij , and so for 

each player i ∈ N+ , 
∑

j∈N+ g
∗
ij
= 1 . If there is a link between i and j, then g∗

ij
> 0 . Oth-

erwise, g∗
ij
= 0.

Players in the network decide how much effort to exert in reporting misbehavior 
(harassment, bullying, etc.) and/or in helping victims of misbehavior. We denote by 
xi the effort level of player i, with 0 ≤ xi ≤ x̄ , and by x = (x1,… , xn+s) the popula-
tion profile. Each individual i ∈ N exerts an effort level that maximizes her utility:

where

is the contextual effect of individual i.12 The first term of the utility function, �i ⋅ xi , 
describes the direct benefit from exerting effort in reporting or helping. Player i’s 
contextual effect, �i , depends not only on her own attribute (e.g., age, gender, educa-
tion, ...) but also on the weighted average attribute of her neighbors. The vector yi 
contains all observable characteristics of player i and is transformed into a positive 
real number by means of its coefficient vector �1 , while 

∑
j∈N+ g

∗
ij
⋅ y�

j
 captures the 

weighted average characteristics of her neighbors j ∈ Ni and is transformed into a 
positive real number by means of its coefficient vector �2 . Finally, � is the unobserv-
able (to the researcher) exogenous network characteristics and �i is the unobservable 
(to the researcher) characteristics of individual i.

The second term of the utility function, �1 ⋅
�∑

j∈N+ g
∗
ij
⋅ xj

�
⋅ xi , captures the pos-

itive spillover effect from the effort exerted by the neighbors, weighted by �1 . The 
parameter �1 ≥ 0 is the social multiplier coefficient and it captures the strength of 
social multiplier effect. The decision of one individual to exert more effort can 

(1)

ui
(
x,G∗

)
= �i ⋅ xi + �1 ⋅

(∑
j∈N+

g∗
ij
⋅ xj

)
⋅ xi −

�2

2
⋅

∑
j∈N+

g∗
ij
⋅ (xi − xj)

2 −
�3

2
⋅ x2

i

�i = y�
i
⋅ �1 +

(∑
j∈N+

g∗
ij
⋅ y�

j

)
⋅ �2 + � + �i

12  Throughout the paper we use the term “player” for a generic agent, “individual” for a player who 
maximizes her utility given in (1) and “benevolent player” for a player who exerts an exogenously given 
level of effort.
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directly influence the behavior of her neighbors or peers. That is, from each neigh-
bor j that exerts a positive effort, player i obtains a spillover according to the weight 
of the link between i and j that induces her to exert a higher effort.

The third term of the utility function, (�2∕2) ⋅
∑

j∈N+ g
∗
ij
⋅ (xi − xj)

2 , captures the 
social conformity effect. The parameter �2 ≥ 0 is the social conformity coefficient, 
and it captures the strength of social conformity. Individuals are influenced by the 
social norm, and so there is a cost for deviating from the social norm which is 
increasing with the distance from the effort levels done by peers. That is, each indi-
vidual would like that her effort matches with the effort of her peers. Hence, the fur-
ther the effort of individual i and her neighbor j are away from each other, the larger 
is the conflict. Again, the weight of the link gij is used as an indicator of how much 
individual i cares about having a conflict with individual j. Notice that the efforts of 
network neighbors are strategic complements:

with �1, �2 ≥ 0.
The final term of the utility function, (�3∕2) ⋅ x2i  , is the direct cost to exert the 

effort xi in reporting misbehavior and/or helping victims of misbehavior. The 
higher the effort xi , the higher the direct cost. From now on, we assume that 
x ≥ �i∕(�3 − �1) holds for each individual i ∈ N . This condition ensures that the 
equilibrium effort level of individual i is within the interval [0, x].

If an individual i ∈ N has no neighbor at all, she chooses an effort xi , with 
0 ≤ xi ≤ x̄ to simply maximize

Benevolent players (or social workers) are the ones who aim that misbehavior is 
reported and victims are helped. Thus, each benevolent player or social worker i ∈ S 
always exerts an exogenous large effort xS with 0 < xS ≤ x̄.

2.2 � Nash equilibrium

We first derive the optimal effort level of each individual i ∈ N.

Lemma 1  The best response function of an individual i ∈ N is given by

with

�2ui(�,�
∗)

�xi�xj
= (�1 + �2) ⋅ g

∗
ij
≥ 0,

ui(xi) =
(
y�
i
⋅ �1 + � + �i

)
xi −

�3

2
⋅ x2

i
.

(2)xi =

⎧⎪⎨⎪⎩

max
�
0,
�
�
�
i
⋅ 𝛽1 + 𝜉+ ∈i

�
∕𝜆3

�
if Ni = �

𝛼i + 𝛾 ⋅
∑
j∈N

g∗
ij
xj if Ni ∩ N ≠ �

𝛼i if � ≠ Ni ⊆ S
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Proof  We take �ui(xi)∕�xi = 0 and solve it for xi . This is straightforward for i such 
that Ni = � . For i such that Ni ∩ N ≠ � , we get �ui(xi)∕�xi = 0

For i such that ∅ ≠ Ni ⊆ S , the second term of the last expression vanishes. 	�  ◻

Notice that the best response function of all connected individuals is independ-
ent of the effort of disconnected individuals. To find the Nash equilibria, we assume 
without loss of generality that there are no disconnected individuals.13 Then, we get 
the n × 1 vector x = � + �G∗

n
⋅ x , where � = (�1,… �n) is a n × 1 vector and G∗

n
 is 

the matrix G∗ limited to the first n lines and n columns. Let �n be the n-dimensional 
vector of ones.

Proposition 1  Assume that the spectral radius � of G∗
n
 satisfies 𝜌(G∗

n
) ⋅ 𝛾 < 1 . The 

unique Nash equilibrium in pure strategies is given by

Proof  The unique Nash equilibrium is obtained by solving the best response for x . 
From Lemma 1, we have

� =
�1 + �2

�2 + �3
and

�i =
�i

�2 + �3
+ � ⋅

∑
j∈S

g∗
ij
xS.

⇔ �i + �1 ⋅
∑
j∈N+

g∗
ij
xj −

1

2
⋅ �2 ⋅

∑
j∈N+

g∗
ij
⋅ (2xi − 2xj) −

1

2
⋅ �3 ⋅ 2xi = 0

⇔ �i + (�1 + �2) ⋅
∑
j∈N+

g∗
ij
xj − (�2 + �3) ⋅ xi = 0

⇔

�i

�2 + �3
+

�1 + �2

�2 + �3
⋅

∑
j∈N+

g∗
ij
xj = xi

⇔

�i

�2 + �3
+

�1 + �2

�2 + �3
⋅

∑
j∈S

g∗
ij

xj
⏟⏟⏟

=xS

+
�1 + �2

�2 + �3
⋅

∑
j∈N

g∗
ij
xj = xi

⇔

�i

�2 + �3
+

�1 + �2

�2 + �3
⋅

∑
j∈S

g∗
ij
xS

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
≡�i

+
�1 + �2

�2 + �3
⏟⏟⏟

≡�

⋅

∑
j∈N

g∗
ij
xj = xi.

x∗ =
(
�n − �G∗

n

)−1
⋅ �.

13  If there are k disconnected individuals, we simply remove the entries corresponding to the discon-
nected individuals from the vector � and the matrix G∗

n
 and we obtain � as a n − k × 1 vector and G∗

n
 as a 

n − k × n − k matrix.
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We require that 𝜌(G∗
n
) ⋅ 𝛾 < 1 to ensure that 

(
�n − �G∗

n

)−1 is well-defined and non-
negative (Debreu and Herstein 1953). 	�  ◻

Let (G∗
n
)k be the k-th power of G∗

n
 , with coefficients g[k]

ij
 , where k is some integer. 

The matrix (G∗
n
)k keeps track of the weighted indirect connections in the network: 

g
[k]

ij
≥ 0 measures the weight of walks of length k ≥ 1 from i to j that go only through 

individuals who are not benevolent players. Given a scalar � ≥ 0 and G∗
n
 , we define 

the following matrix:

Given a n × 1 vector � , we define the Katz–Bonacich �-weighted centrality (due to 
Bonacich 1987) of parameter � as

Corollary 1  Assume that the spectral radius � of G∗
n
 satisfies 𝜌(G∗

n
) ⋅ 𝛾 < 1 . Then, the 

unique Nash equilibrium in pure strategies is given by

Thus, at the Nash equilibrium, each individual i ∈ N exerts an effort equal to her 
weighted Katz–Bonacich centrality.14

Notice that in the case all players are homogeneous (i.e., all individuals have the 
same characteristics and no benevolent player), then each individual will exert the 
same equilibrium effort given by

with �j = �k for all j, k ∈ N . As expected, the social conformity coefficient �2 
does not affect the equilibrium outcomes when all neighbors are identical in their 
attributes or characteristics. In addition, regardless of the network structure and the 

x∗ = � + �G∗
n
x∗

x∗ − �G∗
n
x∗ = �(

�n − �G∗
n

)
⋅ x∗ = �

x∗ =
(
�n − �G∗

n

)−1
⋅ �

M =
(
�n − �G∗

n

)−1
=

∞∑
k=0

�k(G∗
n
)k.

b(g,�, �) =

∞∑
k=0

�k(G∗
n
)k� =

(
�n − �G∗

n

)−1
⋅ �.

x∗ = b(g,�, �).

x∗
i
=

�i

�3 − �1
for all i ∈ N,

14  It is not excluded that different individuals would exert the same effort at equilibrium. However, if the 
network structure exhibits homophily (i.e., individuals tend to associate with those similar to them) then 
it becomes much more likely that individuals exert effort levels close to similar individuals. See Cur-
rarini et al. (2009) for a study of homophily in friendship networks.
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number of individuals connected, the equilibrium efforts of all individuals are iden-
tical and depend only on �1 , �3 and � . Hence, aggregate utilities and total efforts are 
the same for different network architectures connecting all homogeneous players. 
This result is driven by the fact that we keep track of social connections through the 
row-normalized weighted adjacency matrix.

3 � Network‑oriented policies

3.1 � Finding and isolating the key player

We denote the entries of M by mij and the entries of the n × 1 vector b by bk . It holds 
that

The planner’s objective is to find the key player, that is, the individual who once iso-
lated generates the highest possible increase in aggregate effort level. Individual i is 
said to be isolated if Ni = � . To find the key player, we have to compare the original 
network with the network where an individual is removed. Let 
g[−i] = g ⧵ {jk ∣ jk ∈ g and j = i} be the network obtained from g by deleting all the 
links of individual i in g. Let G∗[−i] denote the adjacency matrix in which individuals 
i has been removed from the network. This adjacency matrix G∗[−i] is obtained from 
G∗ by removing the ith row and the ith column and by adjusting the weights such 
that the weights of all outgoing links sum up to 1: g∗[−i]

jk
= gjk∕

∑
k∈N+⧵{i} gjk . When 

individual i is removed from the network, the matrix M becomes

with m[−i]

jk
 being the entries of matrix M[−i] . Let ck(g,�) =

∑
j∈N mjk�k , where the 

index of � in the summation is the only difference between bk and ck , and let

Let B(g,�) denote the total effort of all individuals. It holds that

The total effect of isolating individual i is given by

bk(g,�) =
∑
j∈N

mjk�j.

M[−i] =
(
�n−1 − �G∗[−i]

n

)−1

�
[−i]

j
=

�
[−i]

j

�2 + �3
+ � ⋅

(∑
k∈S

g
∗[−i]

jk
xb

)

�
[−i]

j
= y�

j
⋅ �1 +

( ∑
k∈N+,k≠i

g
∗[−i]

jk
⋅ y�

k

)
⋅ �2 + � + �j.

B(g,�) =
∑
j∈N

bj(g,�) =
∑
j∈N

cj(g,�).
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To find who is the key player to be isolated, we simply need to solve mini∈N �1
i
.

Proposition 2  Assume that each player has at least two links. Then, the contribu-
tion of isolated individual i to the total effort in the game is given by the contextual 
inter-centrality

Proof  Under the assumption that each player has at least two links, the contribution 
of individual i to the total effort in the game is

We have that

B(g[−i],�[−i]) − B(g,�) +max

{
0,

y�
i
⋅ �1 + � + �i

�3

}
= −�1

i

�1
i
(g,�) =

∑
k∈N
k∈Ni

ck(g
[−i],�) − ck(g

[−i],�[−i])

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
Contextual change

+
bi(g,�)

mii

∑
j∈N

mij

⏟⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏟
Intercentrality of individual i

−max

{
0,

y
�
i
⋅ �1 + � + �i

�3

}

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
Effort of i when isolated

.

B(g,�) − B(g[−i],�[−i]) +max

{
0,

y�
i
⋅ �1 + � + �i

�3

}
.
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where the fourth equality follows from the fact that �k = �
[−i]

k
 for all k ∉ Ni . The 

sixth equality follows from

B(g,�) − B
(

g[−i],�[−i]) =
n
∑

j=1

n
∑

k=1
mjk�k −

n
∑

j=1

n
∑

k=1
m[−i]
jk �[−i]k

=
n
∑

j=1

⎛

⎜

⎜

⎜

⎝

n
∑

k=1
k≠i

mjk�k − m[−i]
jk �[−i]k

⎞

⎟

⎟

⎟

⎠

+
n
∑

j=1
mji�i

=
n
∑

j=1

n
∑

k=1
k≠i
k∈Ni

mjk�k − m[−i]
jk �[−i]k +

n
∑

j=1

n
∑

k=1
k≠i
k∉Ni

mjk�k − m[−i]
jk �[−i]k +

n
∑

j=1
mji�i

=
n
∑

j=1

n
∑

k=1
k≠i
k∈Ni

mjk�k − m[−i]
jk �k + m[−i]

jk �k − m[−i]
jk �[−i]k

+
n
∑

j=1

n
∑

k=1
k≠i
k∉Ni

(mjk − m[−i]
jk )�k +

n
∑

j=1
mji�i

=
n
∑

j=1

n
∑

k=1
k≠i
k∈Ni

m[−i]
jk (�k − �[−i]k ) +

n
∑

j=1

n
∑

k=1
k≠i

(mjk − m[−i]
jk )�k +

n
∑

j=1
mji�i

=
n
∑

k=1
k≠i
k∈Ni

n
∑

j=1
m[−i]
jk (�k − �[−i]k ) +

bi(g,�)
mii

n
∑

j=1
mij

=
n
∑

k=1
k≠i
k∈Ni

ck(g[−i],�) − ck(g[−i],�[−i]) +
bi(g,�)
mii

n
∑

j=1
mij,
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where the fourth equality follows from Lemma 1 in Ballester et al. (2006), and the 
fifth equality is obtained from

	�  ◻

n∑
j=1

n∑
k=1
k≠i

(mjk − m
[−i]

jk
)�k +

n∑
j=1

mji�i =

n∑
j=1

bj(g,�) −

n∑
j=1

j≠i

b
[−i]

j
(g[−i],�)

= bi(g,�) +

n∑
j=1

j≠i

bj(g,�) − b
[−i]

j
(g[−i],�)

= bi(g,�) +

n∑
j=1

j≠i

n∑
k=1

mjk�k − m
[−i]

jk
�k

= bi(g,�) +

n∑
j=1

j≠i

n∑
k=1

mijmik

mii

�k

= bi(g,�) + bi(g,�) ⋅

n∑
j=1

j≠i

mij

mii

= bi(g,�)

(
1 +

n∑
j=1

j≠i

mij

mii

)

= bi(g,�)

(
mii

mii

+

n∑
j=1

j≠i

mij

mii

)

=
bi(g,�)

mii

n∑
j=1

mij,

n�
j=1

j≠i

n�
k=1

mijmik

mii

�k =

n�
j=1

j≠i

�
k=i

mijmik

mii

�k +

n�
j=1

j≠i

n�
k=1
k≠i

mijmik

mii

�k

=

n�
j=1

j≠i

mijmii

mii

�i +

n�
j=1

j≠i

n�
k=1
k≠i

mijmik

mii

�k

=

n�
j=1

j≠i

mij

mii

⎛
⎜⎜⎜⎝
mii�i +

n�
k=1
k≠i

mik�k

⎞
⎟⎟⎟⎠

= bi(g,�) ⋅

n�
j=1

j≠i

mij

mii

.
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The decision of exerting an effort for of each individual is affected not only by 
her own characteristics but also by the characteristics of her friends. The contextual 
inter-centrality of individual i, �1

i
(g,�) , emphasizes the three effects at work when 

individual i is isolated from the rest of the players. The first effect is the contextual 
variable change effect, which is due to the change in the context when individual i 
is isolated from the network while the network is kept unchanged. The second effect 
is the network structure change effect, which captures the change in effort due to the 
network structure change after the removal of individual i. The third effect is simply 
the effort exerted by individual i when isolated. Only the first two effects are present 
in the contextual inter-centrality measure of Ballester and Zenou (2014) where the 
key player is removed rather than being isolated. However, an isolated individual 
may still exert some positive effort and her effort depends only on her own char-
acteristics. Since individuals may have different characteristics, efforts exerted by 
isolated individuals matter when identifying the key player to be isolated.

Notice that the key player policy is such that the planner only modifies the net-
work by isolating an individual. Then, all other players adapt their effort after 
the isolation but they are not allowed to change their links among them. Such an 
assumption is often justified by the fact that network relationships take more time to 
adjust than effort levels.15

3.2 � An illustration

We illustrate the policy of finding and isolating the key player by means of a network 
g with 10 players given in Fig. 1. This network structure is specific but rich enough to 
disentangle the effects of network spillovers, social conformity and players’ character-
istics on the resulting equilibrium outcomes and the key player policy. This network 
connects all players, and if some player is removed from the network, all other players 
remain connected. Let �1 = �2 = 1 and �3 = 2 , and so � = 2∕3 . Players 4 and 7 are 
the most central players in the network, while player 9 is the least central player.16 To 
understand the role played by each player’s attribute and her position within the net-
work on the key player policy, we consider the following ten cases. In all ten cases the 
attributes of the players sum up to 100. In addition, attributes are chosen such that all 
individuals exert a strictly positive effort at equilibrium when the network connect all 
players. When an individual becomes isolated, she optimally exerts a strictly positive 
effort if her attribute is positive while she does no effort if her attribute is negative.17

A All players have the same attribute: yi = 10 for all i ∈ N.
B Players 3 and 8 have polarized attributes: y3 = y8 = 2 , and yi = 12 for all 
i ∈ N⧵{3, 8}.

15  Mauleon and Vannetelbosch (2016) provide a comprehensive overview of solution concepts for solv-
ing network formation games.
16  Katz centrality measures are 0.283 for player 1(6), 0.346 for player 2(5), 0.317 for player 3(8), 0.397 
for player 4(7), 0.187 for player 9 and 0.223 for player 10.
17  Players with negative attributes may be interpreted as individuals who are inclined to misbehave.
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C Players 4 and 7 have polarized attributes: y4 = y7 = 2 , and yi = 12 for all 
i ∈ N⧵{4, 7}.
D Players have decreasing attributes: y1 = 19 , and yi+1 = yi − 2 for all 
i ∈ N ⧵ {1}.

E Players have increasing attributes: y1 = 1 , and yi+1 = yi + 2 for all i ∈ N ⧵ {1}.
F Attributes are degree-based: yi = #Ni(100∕

∑
j∈Nj

) . That is, y1 = y6 = 8, 33 , 
y2 = y3 = y5 = y8 = 11, 11 , y4 = y7 = 13, 89 , and y9 = y10 = 5, 56.
G Players 3 and 8 have different negative attributes: y3 = −1 , y8 = −3 , and 
yi = 13 for all i ∈ N⧵{3, 8}.
H Players 3 and 8 have the same negative attribute: y3 = y8 = −2 and yi = 13 for 
all i ∈ N⧵{3, 8}.
I Players 4 and 7 have different negative attributes: y4 = −1 , y7 = −3 , and yi = 13 
for all i ∈ N⧵{4, 7}.
J Players 4 and 7 have the same negative attribute: y4 = y7 = −2 and yi = 13 for 
all i ∈ N⧵{4, 7}.

For the policy of finding and isolating the key player (P1), Table 1 computes, for 
each of the ten cases, the value of effort xi exerted by each individual,18 the total 
effort 

∑10

i=1
xi = XP1 , the key player(s), and the total effort when an individual is 

randomly isolated ( XRP1 ). For the benchmark, i.e., no policy is implemented (NP), 
Table 2 computes, for each of the ten cases, the value of effort xi exerted by each 
individual and the total effort 

∑10

i=1
xi = XNP . The two bottom lines of Table 1 give us 

the relative performance of isolating the key player both with respect to doing noth-
ing ( XP1∕XNP ) and with respect to isolating randomly an individual ( XP1∕XRP1).

First, we notice that the key player is not necessarily the player who is the most 
central within the network nor the player who is doing less effort than all other play-
ers. For instance, in the situation where players 3 and 8 have negative attributes 
(case H), player 8 (or 3) is the key player but players 4 and 7 are more central while 
player 9 is exerting less effort than player 8. Player 8 (or 3) turns to be the key player 
because (i) players 4 and 7 are doing a much higher effort than player 8 and (ii) 
player 9 who is the least central player is the only one to do less effort than player 
8. Thus, finding the key player often deviates from simply selecting either the most 
central player or the player who is exerting the least effort.

Second, we observe that, once the key player is isolated, the efforts exerted 
by all other players increase while the effort run by the isolated player drastically 
decreases. Therefore, the total effort exerted by all players (including the key player) 
may increase or decrease when isolating the key player. When all players have the 
same attribute, they all exert the same effort and it is useless to isolate some player. 
If the attribute of a given player decreases (increases), then she will do less (more) 
effort except if the attributes of her neighbors substantially increase (decrease). 
Suppose that we start from homogeneous attributes (case A) and we substantially 
decrease the attributes of players 3 and 8 while we slightly increase the attributes of 

18  Given some players are symmetric in the network, there could be more than one key player. Since the 
planner can only isolate a single individual, we give in bold the effort done by the selected key player 
who is being isolated.
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all other players (case B). Then, players 3 and 8 will exert much less effort while all 
other players will do more effort with the exception of player 9. In fact, player 9 is 
decreasing her effort, though her greater attribute, because she is only surrounded by 
players 3 and 8 whose attributes considerably decrease.

We next analyze the relative performance of the policy of finding and isolating 
the key player (P1) with respect to the no policy (NP). The objective of the planner 
is to increase the total effort, i.e., the sum of all effort levels exerted by all players 
(including the key player). If XP1∕XNP is strictly greater than 1 then isolating the key 
player is beneficial for the society. As already mentioned, when attributes are homo-
geneous, it is always better not to isolate any player. In addition, when attributes are 
positive and correlated with the centrality of the players, it is better to avoid isolating 
some player. For instance, when each player’s attribute is simply her centrality degree 
(case F), the key player turns to be player 9 who is the least central player. Since 
player 9 is only surrounded by two very central players, she is exerting a relatively 
high effort. But, once she becomes isolated, her effort level drops quite substantially, 
and this huge decrease is not compensated by the greater effort levels done by all 
other players. In all other cases, implementing the policy of isolating the key player 
would increase the total effort exerted by all players. When players 4 and 7 have low 
attributes while all other players have a much higher attribute (case C), players 4 and 
7 exert a low effort and are the most central players. Hence, isolating either player 4 
or player 7 will increase the total effort done by all players. Indeed, by isolating such 
a player who is central and is exerting a low effort, the planner is able to push up the 
total effort because the isolated player was very influential and was influencing nega-
tively all other players, especially her numerous neighbors. Once she is isolated, her 
former neighbors are now more influenced by players who are exerting higher effort 
levels. In general, if the most central players do low effort levels compared to other 
players, then they are probably the key players, and isolating them is likely to raise 
the total effort. When players 3 and 8 have low attributes while all other have a much 
higher attribute (case B), players 3 and 8 exert a low effort but they are not the most 
central players and so they are not influencing enough negatively the other players to 
lead to a substantial increase of the effort levels done by all other players once they 
are isolated. Hence, it is better not to isolate the key player in case B. When players 

Fig. 1   A network g with 10 
players
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have decreasing attributes (case D), the key player is player 8 rather than the most 
central player 7. The reason is that player 7 is a neighbor of player 4 who has a much 
higher attribute and is linked to players with an even higher attribute, while player 8 
is not linked to player 4. In fact, player 8 exerts the lowest effort level among all play-
ers and she is sufficiently central to be optimally isolated, leading to an increase of 
the total effort. When two players have negative attributes (cases G, H, I, J), the key 
player is the one with the lowest attribute since this player is sufficiently central, and 
isolating this player substantially increases the total effort (up to 7%).

To assess the relevance of the key player policy (P1), we also compare the increase 
in total effort following the isolation of the key player with respect to what would 

Table 1   Efforts, total efforts, key players and relative performance for the policy of isolating the key 
player (P1)

A B C D E F G H I J

x1 20 23.34 23.46 28.79 14.10 21.70 20.72 21.22 20.41 25.19
x2 20 22.95 23.01 27.50 1 22.20 21.64 21.99 21.41 24.52
x3 20 1 23.37 26.74 16.77 22.20 17.36 17.42 21.34 25.05
x4 5 23.06 2 24.33 18.53 22.68 22.23 23.11 17.09 0
x5 20 20.89 20.72 22.11 23.35 22.20 24.53 24.79 24.61 21.08
x6 20 20.23 20.01 19.78 23.71 21.70 25.08 25.34 25.24 20.01
x7 20 21.31 17.64 19.24 23.61 22.68 24.69 25.23 0 16.46
x8 20 17.83 20.67 1.50 24.75 22.20 0 0 25.11 21.01
x9 20 16.55 22.68 23.83 22.84 2.78 15.57 15.28 24.15 24.02
x10 20 22.79 16.43 18.19 23.71 21.60 24.31 25.11 15.40 14.64
∑10

i=1
xi

185 189.95 188.99 212.00 192.39 201.96 196.13 193.42 194.78 191.98

Key pl N 3,8 4,7 8 2 9 8 3,8 7 4,7
XRP1 185 179.52 172 192.45 173.05 197.77 177.88 177.88 166.60 166.60
XP1∕XNP 0.925 0.976 1.017 1.005 1.018 0.942 1.022 1.007 1.089 1.074
XP1∕XRP1 1.000 1.058 1.099 1.102 1.112 1.021 1.103 1.087 1.169 1.152

Table 2   Efforts and total efforts under the no policy (NP)

A B C D E F G H I J

x1 20 19.87 19.21 28.18 11.82 21.32 20.09 19.80 19.09 18.82
x2 20 20.21 19.61 26.69 13.31 21.86 20.52 20.32 19.60 19.42
x3 20 17.52 19.84 25.46 14.54 21.14 16.72 16.27 19.97 19.76
x4 20 20.67 16.00 23.64 16.36 22.38 21.18 21.01 14.31 14.00
x5 20 20.21 19.61 19.86 20.14 21.86 20.12 20.32 19.23 19.42
x6 20 19.87 19.21 17.51 22.49 21.32 19.51 19.80 18.55 18.82
x7 20 20.67 16.00 17.57 22.43 22.38 20.84 21.01 13.69 14.00
x8 20 17.52 19.84 16.37 23.63 21.14 15.82 16.27 19.55 19.76
x9 20 16.34 21.23 18.28 21.72 19.65 14.52 14.52 21.84 21.84
x10 20 21.78 15.33 17.40 22.60 21.40 22.67 22.67 13.00 13.00
∑10

i=1
xi

200 194.66 185.89 210.96 189.04 214.44 191.99 191.99 178.83 178.83
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happen if the target is selected randomly (RP1). We observe that, in all cases with the 
exception of homogeneous attributes, the key player policy increases the total effort by 
at least 2% and by at most 17% compared to the total effort done when the player to be 
isolated is chosen randomly. Indeed, we have that XP1∕XRP1 is greater than one. In addi-
tion, isolating randomly a player (RP1) always decreases the total effort with respect to 
doing nothing (NP). Thus, one should never target and isolate randomly a player.

3.3 � More about the performance of isolating the key player

From Table 1, one could be inclined to conclude that the policy of isolating the key 
player always increases the total effort when some players have negative attributes. 
In Table 3 we report the relative performance of the key player policy ( XP1∕XNP ) for 
situations where a single player has a negative attribute. Notice that the key player 
is always the player with a negative attribute. We observe that the relative perfor-
mance of P1 with respect to NP increases with the centrality of the player who has a 
negative attribute. When player 4 (or 7) who is the most central player has a negative 
attribute, the total effort increases by 9.3% from isolating player 4. However, when 
player 9 who is the least central player has a negative attribute, isolating player 9 
would reduce the total effort by 2.5%. The reason is that player 9 is not influencing 
enough players while she is herself influenced by players who have positive attrib-
utes and are themselves mostly influenced by players with positive attributes. Thus, 
isolating the key player, even if she has a negative attribute, is not always beneficial 
for the society.

In Table  4 we analyze more deeply the relative performance of the key player 
policy (P1) when two players have negative attributes. We observe that, when player 
4 who is the most central player has a negative attribute, she is the key player. Then, 
isolating player 4 always increases the total effort with the highest increase obtained 
when player 10 is the other player to have a negative attribute. Indeed, once player 
4 is isolated, player 10 is only influenced directly by player 7 who is now the most 
central player and has a positive attribute. When players 2 and 9 have negative 
attributes, player 2 is the key player and isolating player 2 increases the total effort 
by 1.8%. However, if player 1 has a negative attribute instead of player 2, player 1 is 
not central enough to lead to an increase of the total effort when being isolated. So, 
again the planner does not always have incentives to isolate the key player, even if 
she has a negative attribute.

The most interesting situation arises when players 3 and 5 have negative attrib-
utes while all other players have positive attributes. In terms of centrality, player 5 
is more central than player 3. However, it turns out that player 3 is the key player. 
Player 3 is the key player because she is linked to player 9 who is only linked to 
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players 3 and 8, and so player 9 is strongly influenced by player 3. Isolating player 
3 induces a substantial increase of the effort exerted by player 9. Player 5 is not the 
key player because all her neighbors are also influenced by many players with posi-
tive attributes. Thus, the most central player with a negative attribute is not neces-
sarily the key player to be isolated.

Hence, we conclude that a player is more likely to become the key player to be 
isolated if (i) she is quite influential (i.e., she has many links), (ii) she is exerting a 
low effort (i.e., she has a low attribute), and (iii) her neighbors are strongly influ-
enced by her (i.e., her neighbors have few links).

Table 3   Relative performance of the isolating key player policy (P1) with respect to the centrality of the 
player with a negative attribute

y1 = −3.5 y2 = −3.5 y3 = −3.5 y4 = −3.5 y9 = −3.5 y10 = −3.5

yi = 11.5 yi = 11.5 yi = 11.5 yi = 11.5 yi = 11.5 yi = 11.5

(i ≠ 1) (i ≠ 2) (i ≠ 3) (i ≠ 4) (i ≠ 9) (i ≠ 10)

XP1 207 207 207 207 207 207
XNP 205.06 197.86 195.99 189.41 211.16 212.18
Key player 1 2 3 4 9 10
XP1∕XNP 1.009 1.046 1.056 1.093 0.980 0.976

Table 4   Relative performance of the isolating key player policy (P1) when two players have negative 
attributes

y2 = y4 = −2 y4 = y5 = −2 y4 = y9 = −2 y4 = y10 = −2

yi = 13 yi = 13 yi = 13 yi = 13

(i ≠ 2, 4) (i ≠ 4, 5) (i ≠ 4, 9) (i ≠ 4, 10)

XP1 202.21 196.35 212.59 220.75
XNP 193.85 187.27 200.58 201.59
Key player 4 4 4 4
XP1∕XNP 1.043 1.048 1.060 1.095

y2 = y9 = −2 y1 = y9 = −2 y3 = y5 = −2

yi = 13 yi = 13 yi = 13

(i ≠ 2, 9) (i ≠ 1, 9) (i ≠ 3, 5)

XP1 212.80 213.69 198.12
XNP 209.02 216.23 193.85
Key player 2 1 3
XP1∕XNP 1.018 0.988 1.022
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3.4 � Finding the key player in presence of benevolent players

Suppose now that player 10 is a benevolent player. In Table 5 we report the relative 
performance of the key player policy ( XP1S∕XNPS ) for situations where a single player 
has a negative attribute and player 10 is a benevolent player.19 Comparing Table  5 
with Table 3, we observe that the presence of a benevolent player only slightly reduces 
the relative performance of the isolating key player policy with respect to isolating 
nobody. The key player remains still the player with a negative attribute and the rela-
tive performance still increases with the centrality of the player who has a negative 
attribute, except for player 4. The reason is that, once player 10 who is a neighbor of 
player 4 is a benevolent player, player 4 is directly influenced by the benevolent player 
and so she is becoming less central and influential than without benevolent players.

In Table  6 we analyze the relative performance of the key player policy (P1S) 
when two players have negative attributes and player 10 is a benevolent player. Com-
paring Table 6 with Table 4, we observe that, when players 2 and 4 have negative 
attributes, player 2 becomes now the key player to be isolated instead of player 4. 
Player 4 is directly influenced by the benevolent player 10 and player 2, while player 
2 is only indirectly influenced by the benevolent player 10. In addition, player 2 
directly influences the same number of players as player 4. Isolating player 2 means 
that player 4 will be even more influenced by the benevolent player 10 and no more 
influenced at all by player 2. Isolating player 4 would not increase the influence of 
the benevolent player 10 on player 2. However, when players 1 and 4 have negative 
attributes, player 4 remains the key player to be isolated since player 1 is still less 
central and influential than player 4 even though player 4 is closer to the benevolent 
player.

Thus, in the presence of benevolent players, a player is more likely to become the 
key player to be isolated if she is influencing negatively many other players and she 
is not too influenced by benevolent players.

4 � Discussion

4.1 � Turning an individual into a benevolent player

The planner’s objective is now to find the key player, that is, the individual who once 
turned into a benevolent player generates the highest possible increase in aggregate 
effort level.20 Benevolent players choose the effort xS while standard individuals still 
maximize their utility. Let

19  The effort level of the benevolent player 10 is obtained by multiplying by 1.25 her optimal effort 
she would exert if she was a standard player. For instance, when y2 = −3.5 and yj = 11.5 for all j ≠ 2 , 
x∗
10

= 21.24 and her effort as a benevolent player is simply xs = 1.25 × 21.24 = 26.56.

20  Davis and Davis (2007) provide a wide range of options that bystanders can use before or during or 
after bullying situations: e.g., specific techniques for teaching empathy and social problem solving skills, 
limiting the rewards of bullying behavior, and building a partnership between students and staff to create 
a positive and inclusive peer culture.
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where individual i is the one who is turned into a benevolent player. Since all play-
ers keep their links, there is no change in the original network and in the contextual 
effects of the players.

Proposition 3  Assume that each player has at least two links. Then, turning an indi-
vidual into a benevolent player increases the total effort in the game by the benevo-
lent change inter-centrality

�
[+i]

j
=

�j

�2 + �3
+ � ⋅

(∑
k∈S

g∗
jk
xS + g∗

ji
xS

)
= �j + � ⋅ g∗

ji
⋅ xS

Table 5   Relative performance of the isolating key player policy (P1S) with respect to the centrality of 
the player with a negative attribute when player 10 is a benevolent player

y1 = −3.5 y2 = −3.5 y3 = −3.5 y4 = −3.5 y9 = −3.5

yi = 11.5 yi = 11.5 yi = 11.5 yi = 11.5 yi = 11.5

(i ≠ 1) (i ≠ 2) (i ≠ 3) (i ≠ 4) (i ≠ 9)

XP1S 214.21 213.68 213.85 203.57 216.07
XNPS 214.65 207.31 205.48 196.75 221.15
Key player 1 2 3 4 9
XP1S∕XNPS 0.998 1.031 1.041 1.035 0.977

Table 6   Relative performance of the isolating key player policy (P1S) when two players have negative 
attributes and player 10 is a benevolent player

y2 = y4 = −2 y4 = y5 = −2 y4 = y7 = −2 y4 = y9 = −2

yi = 13 yi = 13 yi = 13 yi = 13

(i ≠ 2, 4) (i ≠ 4, 5) (i ≠ 4, 7) (i ≠ 4, 9)

XP1S 198.84 195.57 194.30 209.79
XNPS 195.16 195.16 184.61 209.00
Key player 2 4 4,7 4
XP1S∕XNPS 1.019 1.002 1.052 1.004

y2 = y9 = −2 y1 = y9 = −2 y3 = y5 = −2 y3 = y8 = −2

yi = 13 yi = 13 yi = 13 yi = 13

(i ≠ 2, 9) (i ≠ 1, 9) (i ≠ 3, 5) (i ≠ 3, 8)

XP1S 220.94 222.26 206.05 201.17
XNPS 219.55 226.91 203.90 202.07
Key player 2 1 3 3,8
XP1S∕XNPS 1.006 0.980 1.011 0.996
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Proof  Under the assumption that each player has at least two links, the effect on the 
total effort of turning an individual into a benevolent player is given by

�2
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where the fourth equality follows from �[+i]

i
= �k and the sixth equality is obtained 

as in the Proof of Proposition 2. 	�  ◻

4.2 � Training an individual for exerting more effort

The planner’s objective is now to find the key player, that is, the individual who 
once trained generates the highest possible increase in aggregate effort level.21 Let 
the training attribute be the t-th entry in y . For player i being trained, let �i,�

j
 be 

defined as

with

Proposition 4  Assume that all players have at least one link. Then, training indi-
vidual i by � , i.e., increasing yt

i
 to yt

i
+ � , increases the total effort of the game by
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21  Padgett and Notar (2013) report that peer mediation is a strategy where students themselves are taught 
to help resolve conflicts among their peers. In New Hampshire (USA) where middle school students have 
been trained as peer mediators, students who are involved in the conflict sign a contract at the end of the 
mediation about changing their behaviors. In addition, buddy systems encourage reporting. Students are 
paired with a friend or older student and these buddies would be someone on whom victims can depend 
for help when bullying occurs.
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Proof  Under the assumption that each player has at least one link, the effect on the 
total effort of training individual i by � is given by

	�  ◻
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Notice that the total effect of training individual i can be decomposed into two 
parts: (�mji�

t
1
)∕(�2 + �3) is the direct training effect of individual i and ∑

k∈N
k∈Ni

(�mjkg
∗
ki
� t
2
)∕(�2 + �3) is the indirect effect due to the contextual effects. All 

neighbors of individual i get an increased contextual effect from individual i and 
therefore increase their effort as well.

4.3 � Comparing policies

We reconsider the network of Fig. 1, and we suppose that turning an individual into 
a benevolent player increases her optimal effort by 25%. For the policy of turning 
an individual into a benevolent player (P2), Table 7 computes, for each of the ten 
cases, the value of effort xi exerted by each player,22 the total effort 

∑10

i=1
xi = XP2 , 

the benevolent key player(s), and the total effort when a player is randomly selected 
( XRP2 ). The optimal target to be turned into a benevolent player depends on both the 
network and the attributes. For instance, when players 4 and 7 have low attributes 
compared to all other players (case C), players 4 and 7 are the most central players 
but they are exerting not enough effort to be turned into a benevolent player, and 
so it becomes optimal to target either player 3 or player 8. Players 3 and 8 are only 
slightly less central than players 4 and 7 but they exert a much higher effort. When 
players have decreasing attributes (case D), player 1 exerts the highest effort but she 
is not central enough to become the optimal target. Player 4 is the optimal target, 
and not player 7, even though they are both the most central players, but player 4 
is exerting a much higher effort. Thus, P2 does not always target neither the most 
central player nor the player doing the highest effort. When attribute levels are posi-
tively correlated with the centrality of players, it is optimal to target the most central 
player.

We observe that, the relative performance of turning an individual into a benevo-
lent player (P2) with respect to doing nothing (NP) increases the total effort by at 
least 7.1% and by at most 9.0%. So, it is always better for the planner to imple-
ment P2 rather than doing nothing. What happens if instead of targeting the opti-
mal player for P2, the planner chooses randomly the individual to be turned into 
a benevolent player. We observe that P2 increases the total effort by at least 0.9% 
and by at most 2.8% compared to the total effort when the targeted player is cho-
sen randomly (RP2). Thus, P2 only performs slightly better than RP2. Moreover, P2 
requires the exact knowledge of the network and the attributes. Hence, if the planner 
cannot obtain such information or it is too costly to get it, then selecting randomly 
the individual to become benevolent could be a good alternative. In this case, it may 
be preferable for the planner to select the less costly individual to be turned into a 
benevolent player.

22  Since there could be more than one benevolent key player and the planner can only turn a single indi-
vidual into a benevolent one, we give in bold the effort done by the selected individual.
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We now look at the policy of training some individual for exerting more effort in 
supporting victims (P3) in the network of Fig. 1. Suppose that training an individual 
increases her attribute by 2. Table 8 computes, for each of the ten cases, the value 
of effort xi exerted by each player,23 the total effort 

∑10

i=1
xi = XP3 , the key player(s) 

to be trained, and the total effort when an individual is randomly trained ( XRP3 ). 
The optimal target to be trained for exerting more effort in supporting victims is 
always the most central player. We observe that, the relative performance of training 
an individual (P3) relative to doing nothing (NP) increases the total effort by at least 
2.5% and by at most 3.0%. Again, it is always better for the planner to implement P3 
rather than doing nothing. What happens if instead of targeting the optimal player 
for P3, the planner chooses randomly the individual to be trained? We observe that 
P3 only slightly increases the total effort by 0.7% compared to the total effort when 
the targeted player is chosen randomly (RP3). Thus, if collecting the information 
about the relationships and the attributes of the individuals is costly, the best choice 
for the planner is to select randomly the individual to be trained.

The major difference between turning an individual into a benevolent player 
and training some individual for exerting more effort has to do with the contextual 
effects. Training some individual increases her attribute and induces her to exert 
more effort. Through the contextual effects, her neighbors have also incentives to 
increase their effort levels. In addition, exerting higher effort levels induces neigh-
bors to exert more effort because of the network positive spillover effects and the 

Table 7   Efforts and total efforts under the policy of a benevolent key player (P2)

A B C D E F G H I J

x1 21.77 21.69 20.88 30.27 12.38 23.30 21.97 21.66 20.77 20.48
x2 21.48 21.74 20.98 28.43 13.99 23.51 22.08 21.87 20.98 20.78
x3 21.48 19.05 24.80 27.22 15.08 22.81 18.29 17.83 24.96 24.70
x4 25.00 25.84 17.19 29.55 17.65 27.98 26.48 26.26 15.51 15.18
x5 20.60 20.83 20.03 20.57 21.80 22.53 20.75 20.95 19.66 19.84
x6 20.50 20.38 19.50 18.10 24.47 21.87 20.04 20.32 18.84 19.10
x7 21.15 21.86 16.39 18.93 28.04 23.66 22.06 22.22 14.08 14.39
x8 20.48 18.02 20.33 16.94 25.30 21.69 16.34 16.78 20.04 20.25
x9 20.66 17.02 23.04 19.05 22.46 20.39 15.21 15.20 23.67 23.65
x10 22.05 23.90 15.86 19.83 24.90 23.70 24.85 24.83 13.53 13.52
∑10

i=1
xi

215.17 210.33 199.00 228.89 206.07 231.43 208.07 207.92 192.02 191.89

Key pl 4,7 4,7 3,8 4 7 4,7 4 4,7 3 3,8
XRP2 212.24 206.60 197.21 223.96 200.54 227.63 203.91 203.78 189.72 189.71
XP2∕XNP 1.076 1.080 1.071 1.085 1.090 1.079 1.084 1.083 1.074 1.073
XP2∕XRP2 1.014 1.018 1.009 1.022 1.028 1.017 1.020 1.020 1.012 1.011

23  Since there could be more than one benevolent key player and the planner can only train a single indi-
vidual, we give in bold the effort done by the selected individual.
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social conformity. However, when some individual is turned into a benevolent 
player, it has no impact on her attribute and the contextual effects. Only the network 
spillovers and the social conformity then play a role.

4.4 � The cost of finding and isolating the key player

The computation of the contextual inter-centrality measure for each player relies on 
the knowledge of the network.24 Thus, implementing the key player strategy obvi-
ously has its costs. The relative gains from targeting the key player instead of select-
ing at random increase with the variability in contextual inter-centrality measures 
across players. Hence, the key player strategy seems better suited for asymmetric 
network structures with players having quite different characteristics or attributes. 
Beside looking for the optimal single player to be isolated from the network to 
increase aggregate effort in reporting, one could easily extend the analysis to look 
for the optimal group to be isolated. However, implementing the negative key group 
strategy is much more demanding since the problem of finding a key group in a 
network is NP-hard (Ballester et al. 2010). In addition of facing such computational 
complexity, the costs borne by the society for isolating more than one player are 
likely to increase with the number of players to be isolated.

Table 8   Efforts and total efforts under the policy of training the key player (P3)

A B C D E F G H I J

x1 20.75 20.61 19.96 28.92 12.03 22.06 20.84 20.55 19.30 19.56
x2 20.62 20.83 20.23 27.31 13.56 22.48 21.14 20.94 19.85 20.04
x3 20.63 18.14 20.47 26.09 14.74 21.77 17.34 16.90 20.18 20.39
x4 21.11 21.79 17.11 24.75 16.85 23.49 22.29 22.12 14.80 15.11
x5 20.25 20.47 19.86 20.11 20.77 22.11 20.37 20.57 19.85 19.67
x6 20.21 20.08 19.42 17.72 23.24 21.53 19.72 20.01 19.30 19.03
x7 20.49 21.16 16.49 18.06 23.54 22.86 21.33 21.50 14.80 14.49
x8 20.20 17.72 20.05 16.57 24.26 21.35 16.03 16.48 20.18 19.97
x9 20.28 16.62 21.50 18.56 22.00 19.93 14.79 14.79 22.12 22.12
x10 20.87 22.65 16.20 18.27 23.46 22.27 23.54 23.54 13.87 13.87
∑10

i=1
xi

205.41 200.07 191.30 216.37 194.45 219.85 197.39 197.40 184.24 184.24

Key pl 4,7 4,7 4,7 4,7 4,7 4,7 4,7 4,7 4,7 4,7
XRP3 204.00 198.66 189.89 214.96 193.04 218.44 195.99 195.99 182.83 182.83
XP3∕XNP 1.027 1.028 1.029 1.026 1.029 1.025 1.028 1.028 1.030 1.030
XP3∕XRP3 1.007 1.007 1.007 1.007 1.007 1.006 1.007 1.007 1.008 1.008

24  Foerster et al. (2021) study network formation games when individuals may have either public links or 
private ones.
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4.5 � Conclusion

We have studied a model where individuals are embedded in a network of relationships 
and they can potentially be victims, bystanders, or perpetrators of misbehavior. Each 
individual decides non-cooperatively how much effort to exert in supporting or help-
ing victims of misbehavior. Each individual’s optimal effort depends on the contextual 
effect, the social multiplier effect and the social conformity effect. We have character-
ized the Nash equilibrium and we have derived an inter-centrality measure for finding 
the key player who once isolated increases the most the aggregated effort within the 
social network. An individual is more likely to be the key player if she is influencing 
many other individuals, she is exerting a low effort because of her characteristics, and 
her neighbors are strongly influenced by her. The key player policy increases substan-
tially the aggregate effort and the targeted player should never be selected randomly. 
The key player without social workers is likely to remain the key player with social 
workers except if she is becoming less influential due to her closeness to social workers. 
Finally, we have considered alternative policies (e.g., training bystanders for helping 
victims) and we have compared them to the policy of isolating the key player.
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